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ABSTRACT

Thispaperdescribesrobustmechanisnfior transmitting3D meshes
over the Internet. TCP/IPis an excellentmeandor reliabletrans-
port over the Internet. However, multi-user real-timegraphicsap-
plicationsmay find TCP transmissiordisadwantageousvhen re-
ceptionof a meshis time-critical. To improve speeconecoulduse
anunreliabletransmissiorprotocol. Yet typical meshcompression
schemedncreasdhefragility of themeshto lossytransmissionin
this paperwe developahybrid methodof transmittingmeshe®ver
the Internet,built uponprogressie mesh[17] technology The hy-
brid methodtransmitsimportantvisual detailin alosslessmanney
but tradesoff lossof visually lessimportantdetail for transmission
speed. Testsof the methodin a lossynetwork environmentshav
that the methodimprovesthe transmissiortime of the meshwith
little degradationin quality.

1. INTRODUCTION

As the Internetexpands demands growing for high quality 3D
geometryin applications,from gamessuchas Everquest12] to
collaboratve virtual environmentsto multimediaand purely web-
basedhpplications Suchapplicationsisehighresolution3D meshes
to achieve their effect, andthe challengeof thegroving demandor
thesemeshess how to storeandtransmitthe large amountof data
containedn them. Therearetwo traditionalmethoddor obtaining
high resolution3D meshedor theseapplications:(1) assumehat
in atraditionalclient-sener modeltheclientalreadyhasthemodel;
(2) wait for the modelto be downloadedover the Internet.

Bothmethods$have dravbacks.Thetraditionalclient-serermodel
assumesill modelsareavailablelocally, andthereforeis appropri-
atefor suchapplicationsasgamesvheremodelsnever changebut
it is lessappropriateor distributedapplicationsvherenewv models
may be createdby usersandincorporatednto the ervironmentin
real-time.Likewise,downloadingmaybe appropriatén somesce-
narios,but evenif the datais compressed cantake anunaccept-
ably long time to receve a complex model. For example,online
videogamingtypically useghefirst methodin obtainingits 3D ge-
ometry becausesmoothnavigationandincreasedisersatisfction
resultwhenthereareno delaysin renderingcausecdy not having
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themodel.

A partialsolutionto thesedravbacksis thatof Hoppeandothers,
to progressiely transmitthe geometricdata[17]. In this method,
the sener initially sendscoarseshapeinformationto a client that
canbe reconstructedndrenderedvery quickly. Thenincreasing
detailin themodelis transmittedo theclient, allowing theclientto
progressiely refinetheinitial modelinto thefull resolutionmodel.
If, for example,the objectis initially far away, thena usercannot
perceve the loss of detail in the model causedby renderingthe
initial model. More generally the useris ableto seeandinteract
with the coarsemodelimmediately and thusthe delay while the
modelis beingrefinedis not asperceptuallydisturbingasdelayin
the actionwhile the modelis fully downloaded.In its basicform,
progressie transmissiordoesnot reduce the amountof datathat
needgo betransmittedput it orders thedatafrom mostimportant
to leastimportant. The crux of our methodlies in this ordering:
lossof datathatis lessvisually importantmay be tolerableif the
modelis transmittedfaster

Variousauthors[23, 32, 20] have combinedmeshcompression
techniqueswith progressie transmissiorto reducethe amountof
datathat needsto be sent. Typically, thereis a tradeof between
compressiomatioandthefragility of thecompressedesh.For ex-
ample,if evenonepacletis lostin ahighly compressedheshthen
theentiregeometrymaynotbereconstructabléeom whatremains.
This fragility mandateshe useof a reliable transmissiormethod,
andthe commonprotocolfor suchtransmissioris TCR, which is
generallyerrorfree. However, using TCP canresultin non-linear
delayswhen transmittingdata over lossy network ervironments.
Alternative transmissiorprotocolssuchas UDP are unacceptable
becausehey may not deliver all pacletsto therecever. In mary
collaboratve virtual ervironments[22, 14], a single sendersends
datato multiple recipientsover the InternetMulticast Backbone
(MBONE) [8]. This techniqueallows a hostto scalablytransfer
informationto multiple recipients. However, multicastcommuni-
cation often doesnot supportreliable communicatiorbecauseof
the complex and prohibitive costassociatedvith developingreli-
ablemulticasttransport.

In this paper we arenot addressinghe issueof meshcompres-
sion. Rather we develop the ideaof hybrid transmissionreliable
whereit is neededput allowing paclet losswhereit canbetoler
ated.In particular we explorea hybrid schemédor combiningTCP
andUDP transmissiormodes,exploiting the propertyof progres-
sive mesheshatimportantdetailis transmittedirst, andthelossof
somepacletsmaybetolerableif theoverall quality of theresulting
meshis good.

Whenpaclets are lost, geometryis lost. Our methodattempts
to trade off the possibility of improving the meshwith new re-
finementsasadditionalinformationarrivesversushepossibility of



Figure 1: Vertex split transformation.

causingsomeamountof meshcorruption.Thistradeof canbereg-
ulated. Additionally, our methodcould be appliedin conjunction
with meshcompressiortechniqueso further reducebandwidth.
Thus, we only considerthe basicprogressie mesh(PM) scheme
of Hoppe[17], as more advancedschemeswvould typically have
similarresultsin differentratios. We demonstraten anactualcon-
gestedhetwork thatour schemeoutperformsa pure TCP transmis-
sionin thetime it takesto receie anacceptablguality mesh,and
outperformgransmissiorvia strict UDP in the quality of the final
mesh.

The paperis organizedin the following manner In Section2
we placeour work in the context of what hasbeendonein this
areaand discussthe differenttransportprotocolsused. Section3
discussesur hybrid transmissiormprotocol. Sectiord discusseshe
experimentalsetupusedto conductour tests,andprovidesdetails
of the experimentswe ran. Section5 presentghe resultsof those
experimentswith an analysisof them. Finally, in Section6 we
discussour resultsandfuture work we intendto investigate.

2. OURWORK IN CONTEXT

ThePM schemeavasdevisedby Hoppein [17, 19], andwe have
implementedthe basicversionwithout the modificationsof later
work [18, 26]. This sectionintroducesHoppes notationfor the
PM methodthat is relevant to our work; for a completediscus-
sion, the readeris referredthe works mentionedpreviously. The
PM representationf ameshM is storedasa coarsemeshM® and
a sequencef n detail recordscalled vertex splits. Thesevertex
splits indicatehow to incrementallyrefine M° sothatafterthe n
vertex splits have beenprocessedthe original meshM is recos-
ered. In fact,the PM representationefinesa sequence®f meshes
MO M?', ..., M™ which provide increasinglyaccurateapproxi-
mationsof M.

A vertex split is a basictransformationthat addsa vertex to
the mesh. The basic progressie meshschemeis implemented,
but for the purposef this paper a vertex split doesnot contain
normal, texture, or materialinformation. Eachvertex split is a 30
byte quantityconsistingof afaceindex, flclw, anindex vs_index
(0 < ws_index < 2), anencodingvlr_rot, andtwo vertex position
deltas,vad; andvads. In our experimentsthesevertex splits are
pacledinto 1400byte paclets. Thus,eachpaclet containgoughly
46 vertex splits.

Figurel illustratesa PM vertex split transformation.Eachver
tex split operationintroducesa new vertex v; andtwo new faces,
asshavn. Thelocationof avertex splitis parameterizetdy vs, vy,
andv,. By default, the PM datastructuredoesnot include inci-
dencenformationin thevertex to facedirection. Thevertex values
are determinedhroughthe fields flclw, vs_index, andvlr_rot.
To determinethe vertex beingsplit (vs), the threeverticesof the

face flclw aresortedby their index valuesandstoredinto an or-
deredlist. They areindexed by vs_index. Vertex v; is the next
vertex clockwiseon the face flclw. Thevertex v, is determined
by vlr_rot, the numberof clockwiserotationsaboutv, from v; to
Up.

Othermethoddor progressie transmissiorof mesheave been
developed.A morecomplicatedschemeénvolving decomposing
meshinto a setof overlappingellipsoidsand point samplingthe
shapehasbeenproposedoy by Bischof andKobbelt[5]. We are
currentlyevaluatingtheir methodin the context of ourexperiments,
but we expectsimilar resultssincetheir methodallows oneto se-
lectively refine areasof the meshfor which information was re-
ceived, andnot refineareasfor which informationwaslost. Chen
andNishita[9] have constructeda streamingmeshformatfor pro-
gressve transmissiorwith quality of service(QoS) control. This
QoS control gives them advantagesn anticipatingnetwork con-
gestion but theirtransmissionechniquds still built uponTCPand
suffersthedravbacksof it. Usingforwarderrorcorrectionfor com-
pressed progressie meshe$23] hasbeeninvestigatedy Al-Regib
andAltunbasal{1]. Conceptuallythiswork is similarto our own.
However, Al-Regib andAltunbasakconsideithe meshasbeingde-
composed priori into discretdevelsof detail. If thebit streamof
oneof theseevelsof detailis lost, thereis anamountof distortion
introducednto therenderedneshcorrespondingo theselevels of
detail. Ourmethod,n contrastjs moreopportunistian thatit may
lose more data, but renderswhatit canat a finer granularity de-
terminedby the amountof datalost. An additionaldifferenceis
that we have testedour methodon a wide areanetwork with sim-
ulatedbackgroundraffic, whereagheir resultscomeentirely from
simulations.

In the context of progressie transmissiormuchof the work in
the graphicscommunity hasfocusedon methodsfor bettercom-
pressiorof geometriadataratherthanonrobusttransmissionTaubin
etal. [32] achieze highercompressiomatiosthanPM attheexpense
of a morecomple refinementoperation. Pajarolaand Rossignac
[23] refinethe meshin batcheswhich allows themto compress
thesebatcheseffectively at the expenseof someapproximation
qualityadvantage®f thePM andTaubinmethods Khodalovsky et
al. [20] achieve muchbettercompressiorby remeshinghe model
into a semi-rgular mesh.They thengenerateefinementshrough
awavelettransformandentrofy encoding.Alliez andDesbrun[3]
emplg/ a valencedriven decimationalgorithmto achievze higher
compressionFinally, GandoinandDevillers [15] usea kd-treeal-
gorithmthatallows themto encodevolumetricinformationaswell
asnon-manifoldmeshesetterthanprevious results. All of these
techniguesare complementaryto our own, in that they could fit
within thetechniquegproposedereto achiese highertransmission
rates.

2.1 TransmissionControl Protocol

In thissectionwereview thetransmissiortontrolprotocol(TCP)
andits effect on network transmissiorover congestechetworks.
Only materialthat is pertinentto this applicationis presenteda
morethoroughdescriptiorcanbefoundin bookswrittenby Stevens
[31] or Comer[10]. In particular this sectionlooks at why using
TCR areliabletransportprotocol,to transmitdataover congested
links resultsin significantdelaysandevenunreliableservice.

Usingwide areanetworks (WANS), suchasthelnternet,to trans-
mit dataintroducessignificantdelays(30ms-300ms)nd loss of
dataduring transmission. Thesedelaysaffect the maximumrate
atwhich a TCP connectioncansendinformation. The paclet loss
alsolimits the rate of transmissiorand canresultin exponential
delaysin thetransmissiorof data.
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Thelimit on transmittabledataover TCP occursbecausef the
interactionbetweenong round-trip-timesbetweensenderandre-
ceiver and TCP’s flow control algorithm. TCP usesflow control
to guaranteahatthe senderdoesnot overwhelmthe recever with
data. This behaior is necessaro that a fast sendersendinga
paclet every tenth of a secondfor example,doesnot fill up the
buffers on a slow recever that only receves from thosebuffers
every second. Thesebuffers can be definedby the application.
Without modificationsto TCP, suchaswindow-scaling,the max-
imum sizeof thesebuffersis 64 kB. This sizelimits how fastTCP
sendgduring congestion Congestiorincreaseshe round-triptime
requiredto senda paclet to the recever andreceve an acknavl-
edgementTCPlimits thetransmissiomatesothata sendingappli-
cationdoesnot sendinformationwhenthe recever’s buffer is full.
For example,considerFigure?2. If the buffer sizeof thereceveris
six paclets, the sendercannotsendary additionalpacletsuntil it
recevesanacknavledgmentfrom therecever. Thisfirst decrease
in performancdimits themaximumTCP performanceln applica-
tionsthattransmit3D geometrythis featureof TCPis notneeded
sincetheapplicationshouldeasilybe ableto consumenformation
quickly enoughthatbufferswill notfill up atthereceving host.

The seconddecreasén WAN performanceas dueto lost pack-
ets. TCP usesacknavledgmentsto determinewhen paclet loss
occurs. The sendewill sendthe dataandwhenthe recever re-
ceivesa pacletit will sendan acknavledgmentthatindicatesthe
smallestsequenc@umberthatthe recever hasnot receved. TCP
usestheseacknavledgmentsto detectpaclet loss througheither
theabsencef anacknavledgmentor the fastretransmissiomlgo-
rithm. If the paclet hasnot beenacknavledgedwhenthe timeout
occurs,the sendemwill resendthat paclet. The timeout mustbe
largeenoughthata pacletthatis notlostwould arrive atthe sener
andbeacknavledgedbeforethetimeoutexpires. TCPdynamically
adjuststhe timeoutwhenit doesnot receve anacknavledgement.
Typical network stacksexponentiallyincreasdength of the time-
out. Becauseongestedetworks often causeseveral paclet losses
to occurconsecutiely, this canresultin large delays,e.qg., thirty
secondor more.

Fastretransmissiomecognizeghat the senderknows a paclet
waslost becauset recevesduplicateacknaviedgmentdor a pre-
vious paclet. Thus,fastretransmissiorwanavoid delaysincurred

waiting for timeouts. An exampleis shavn in Figure 3 wherethe
two pacletssentafterthe lost paclet include an acknaviedgment
numberto the beginning of the lost paclet. Theseduplicateac-
knowledgmentsoccurbecausavheneer apaclet arrives TCP will
acknavledgethe paclet andindicatethe next byte it expectsto re-
ceive,whichwill bethelostpacletin thisexample.As aresult,the
sendercantake whatever actionsneedto be performedwhenthat
paclet hasbeenlost. The TCP specificatiorstateshatwhenthree
repeatedacknavledgmentshave beenreceved, the sendercanre-
sendthe previous paclet.

Lost paclets not only requireretransmissiorof the lost paclet
but also affect the transmissiorrate of the sener. The TCP con-
gestioncontrolalgorithmusespacletlossto determinevhenanet-
work link is congested. When a paclet is lost, TCP halves the
numberof pacletsthatit sendsacrosshe network beforeexpect-
ing an acknavledgment. Therefore paclet losswill decreas¢he
sendingrate of the TCP senderandaffect the transmissiorperfor
manceover congestedetworks. Combiningthe effect of reduced
transmissiorratesand exponentialtimeoutsresultsin significant
delaysthatmay even causethefailure of the network link between
thesendeandrecever eventhoughthephysicallink still existsand
unreliabletransmissiowould succeed.

2.2 Real-time Data Transmission

Marny papershave explored how to reliably senddatathrough
unreliablenetworks [27, 16, 13, 30]. Essentially thereare two
approaches.In the first case,one addsadditionalinformationto
pacletssuchthatthe sendermndrecever candeterminef paclets
have beenlostandtherecever canrequest retransmissionf any
lost data. In the secondcase,one addsredundaninformationto
pacletssuchthatthereceving processanreconstructost paclets
from datacontainedn otherpacletsthatthis processhasalready
receved. The dravbacksof using TCP arethatit increaseshe
time of transmissiorof dataandcannotscalefor the usein multi-
casttransmissionsAn exampleof the seconccaseis forwarderror
correctioncodes.The primary disadwantageof thesetechniquess
theadditionof redundantiatain thetransmission.

Researchinto the transmissiorof multimediastreamg25, 28]
hasconsideredechniqueghat dynamicallyadjustthe amountof
informationencodedn the multimediastreamto meetthe band-
width availablebetweernthesenderandtherecever. In mary cases,
theseschemegannotafford to drop paclets or useforward-error
correctionmechanisms.This approachdiffers from the transmis-
sion of 3D geometricinformationthatwe studyin this paper Al-
ternative researchin multimediadelivery systemshasexploredthe
useof transmissiorover partially orderedtransportprotocols[11]
andincreasediseof buffers for supportinglong-lived multimedia
streamg2].

Additional researchasinvestigatedvhetheronecanguarantee
thequality of network transmissionsGuaranteedualityhasanob-
vious andimportantimpacton meshtransmission.Specificwork
includesintegratedanddifferentiatedserviceq33, 7, 6] within the
Internet. Theseproposalgprovide mechanismshat could be used
to control the numberof pacletslostin the network. As aresult,
the use of thesemechanismgould eliminate concernsaboutlost
paclets. Unfortunately deploymentanduseof integratedor differ-
entiatedserviceds not currentlyavailable.

3. HYBRID TRANSMISSION

In this section,we discussour hybrid protocolfor transmission
of meshdata. The progressie meshformat createsan alternatve
representatiof the 3D geometry One significantadwantageof
this representatiofis that somepaclets containingmeshdataare
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Figure 4: The Hausdorff distance of the Cessnamodel for dif-
ferent PM approximations by number of facesin the model.

moreimportantthanotherpaclets. An exampleof this difference
in paclet priority appearsn Figure 4. This figure compareshe
Hausdorf distancebetweertheoriginal 3D modelandamodelde-
rivedby performinga subsebf thevertex splitsonthebasemodel.
TheHausdorf distancds a standardvay to measurehedifference
betweentwo surfaces,and calculateshe farthestdistancefrom a
point in one surfaceto its closetpoint in the other surface[21].

We calculatethe surfacedeviation usingthe algorithmdescribedn

Aspertetal. [4]. Noticein the graphthattheinitial splits provide
significantimprovementdn theHausdorf metric, while latersplits
provide decreasingdpenefits.

The methodimplementecherehasoneadditionto the basicPM
strat@y. In additionto thevertex splits,eachpaclet containsafour
byteheadethatstoresheindex numberof thefirst faceof themesh
thatwill beintroducedby the first vertex split in this paclet. The
clientrendereuseshis numberasa“poor mans” errorcorrection,
to give facegyeneratedby vertex splitsafterlost pacletstheirindex
numberin the full resolutionmesh. This processs doneso that
future splits whosefaceindex, flclw, referenceshesefaceswill
be ableto find them. This headeris a monotonicallyincreasing
number andcanalsobe usedto detectout-of-orderpaclets. This
schemeis simple,andallows us to reconstrucimnuchmore of the
meshthanif this heademwerenotincluded.

Our hybrid techniqueleveragesthe inherentdifferencesin the
effectthatvertex splitshave ontheresultingvisualaccurag of the
reconstructednesh. Thus,in this schemewe begin by transmit-
ting datausingthe TCP protocol. Part-way throughthe transmis-
sion, the hybrid senderclosesthe TCP connectionand transmits
the remainingdatausing UDP. This allows the senderto reliably
transferthebasemeshandsomeof theinitial splitsandusea more
aggressie techniqueto transferlessimportantsplits.

TCP controlstheratethatpacletsaresentto maintainflow con-
trol andminimize congestion.As a result, TCP doesnot provide
the end-usercontrol of the sendingrate. Whenwe considerusing
UDP for transmissiomf datatheend-usehassignificantinfluence
over the sendrate. Therefore our applicationmustcarefully select
the sendrate. If the sendrateexceedghe capacityof the channel,
we will increasethe numberof pacletslost. However, if we de-
creasethe sendrate,we will notloseary pacletsbut the transfer
of informationwill take muchlongerthana TCP connectiormight
take. We experimentallydetermindUDP sendratesto usein appli-
cations.In futurework, we will investigateautomatiomechanisms
for settingthe UDP sendrate.

An issueof concernin implementingthis ideais thatthe sender
canbegin sendingUDP datato the recever while the recever is
still readingdatafrom the TCP connection.This behaior causes
a problemsincethe initial datawill fill up the operatingsystems$

PSnd‘ ‘ NSng ‘ ‘ NRcw,

SW;

| s |

‘ PRcv‘ ‘ NRcw ‘ NSndz‘

Figure5: TestbedSetup

buffer for incoming network dataand startdropping UDP pack-
etsthatarrive. Therefore the hybrid protocoladdsa delaybefore
sendingthe UDP datauntil therecever hasrecevedall TCPdata.

4. EXPERIMENT AL DESIGN

In this section,we presenthe designof anexperimentakestbed
to exploretheuseof TCPandseveralhybrid protocols(TCP/UDP)
to transmit3D geometriesof two differentmodelsacrossa con-
gestechetwork. We usea network testbedhatallows usto emulate
the network behaior of congestedinks. Thetestbedconsistof a
bridge machineandfour hostsusedto generatédbackgrounchoise
traffic acrosshebridge.

4.1 TestbedSetup

Figure5 shaws the setupof our testbed. Our testervironment
consistof two usermachinegPSnd,PRcv),four backgroundoad
machines(NSnd,, NRcvi, NSnc, NRcv2), one bridge machine
(BRG) andtwo 100 Mbpsswitches(SW;, SW5).

| Processor | Memory | OS
PSndPRcv 800Mhz AMD!? 256MB | Redhafr.3
NSnd, NRcvi | 800Mhz AMD 256 MB | Redhaf7.3
NSna, NRcv, | 800Mhz AMD 256MB | Redhafr.1
BRG 1 GhzPentiumlll | 512MB | FreeBSD4.3

Table 1: Specificationsfor machinesusedin experiments.

The bridge runs the FreeBSDoperatingsystemand its kernel
is compiledwith optionsBridge,DummynetHZ=1000andNMB-
CLUSTERS=10,000TheBridgeandDummynetoptionsallow the
useof this machineto emulatea WAN characteristicfor paclets
sentbetweenSW; andSW,. The HZ optionimprovestheresolu-
tion of the operatingsystems timer. TheNMBCLUSTERSoption
is setpreventkernelfrom runningout of mbuf clusters.

The parameters nem_nax and wrem _nex in a Linux net-
working coreare changedrom 64kB to 8 MB. Theseparameters
specifythemaximumamountof memoryasocletread/writebuffer
canuse,respectrely. Increasingthem allows socletsto specify
larger buffer sizesthanthe default maximumof 64kB. PSndand
PRcvenableTCPwindow scalingandsettheread/writebuffer size
to 8 million bytes. This option reducegperformancdimits intro-
ducedby flow control asdescribedn Section2.1. Most userap-
plicationswould not have theflexibility to resethesystensettings
and thereforewould be limited to using lessbandwidth. In our
experimentswe have tunedthe TCP systemto obtainthebestpos-
sibleresultsfor wide-areanetwork transmission.

! AMD/Duron Processor



As shavn in Figure5, PSnd,NSnd andNRcw. areconnected
with SW;. PRcv NRcv; andNSnd: areconnectedvith SW-». The
bridgeroutespacletsbetweerSW; andSW..

4.2 Emulated WAN

The setupdescribedabore emulatesa WAN. The WAN is emu-
latedfor several specificreasonsFirst, it providesanenvironment
in which repeatableexperimentscan be conducted. If this were
deployed over atrue wide-areanetwork, two differentexperiments
couldhave significantlydifferentamountsof pacletlossandqueu-
ing delays.An alternatve approactwould beto usea network sim-
ulatoror modelto analyticallyevaluatethe performancef different
transmissiomethods The analytictechniquesuffersfrom thedis-
adwantagethatmary network modelsfail to adequatelyapturethe
underlyingcharacteristicef real networks andthe interactionsof
complex protocolssuchasTCP.

Dummyne29] providesa standardmplementatiorfor emulat-
ing WANSs. It allows usersto createpipesof communicatiorwith
specifiecbandwidthlimits andpropagatiordelays.Thesepipesare
definedby matchingheadeiinformationsuchassourceanddesti-
nationIP addresses.

In all experiments,Dummynetlimits the bandwidthand adds
propagatiordelayso pacletssentbetweerswitchesSW; andSWs..
Specifically we createtwo pipes,eachwith a bandwidthlimit of
50Mbps and 25ms propagationdelay Most WAN communica-
tion will involve muchlongerpropagatiordelays.As a result,we
have erredon thelow end,which will improve the performanceof
the TCP transmissiorin our experiments. The traffic from PSnd,
NSnd, andNRcv, share®nepipeandthetraffic from PRcy NRcvy
andNSnd, shareghe other Two pipesare necessaryo emulate
the out-boundandin-boundbandwidthbetweerthe senderandre-
ceiver. If thenoisegenerateds not greaterthanthe channekapac-
ity, thenpacletswill notbelostontheemulatechetwork. In other
words,acongestedietwork requiresnoredatato besentthanthere
is channekapacityavailable.

4.3 Background Load

The backgroundload generatorconsistsof two UDP compo-
nents,a senderand a recever. The backgroundload generator
simulatesthe network characteristicof a large numberof exter-
nal applications,communicatingover a shareddatalink. Previ-
ousresearchhasestablishedhatthetime betweerpacletsarriving
at aroutermatchesa Paretodistribution [24]. This distribution is
heavy-tailed, in that mostof the inter-arrival times are small but
thereare periodsof significantdelay The Paretodistribution cre-
atesself-similarbehaior in the network, i.e., therearetime scale
independenburstsof paclet actiity.

Eachof thetwo pairsof backgroundoad machineshasa noise
senderanda noiserecever. The noisesendersendsUDP paclets
of size1400bytesto the the noiserecever, sleepingfor arandom
amountof time beforesendinghe next paclet. Therandomtime it
waitsfollows a Paretodistribution, which favorsshortemwait times.
This effect causeshe pacletsto have a higherprobability of being
sentin burststhanevenly spaced.

5. EXPERIMENT AL RESULTS

We testedour transmissiormethodsby running a setof exper
imentswith varying levels of backgroundoad using a variety of
models.We reportresultsfor two models the“happy Buddha”and
amodelof a Cessna.The Buddhamodelcontains1.08M facesin
its full modeland1998facesin its basemesh.The Cessnanodel
has13546facesand338in its basemesh. Experimentdnvolving
the Buddhamodelconsistof six runsof the experiment. Experi-
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Figure 6: The average time of transmission of the Buddha
model versusthe channel capacity for the differ ent transmis-
sionschemegTCP/UDP ratios). The UDP sendrate was11.424
Mbs.

mentsinvolving the Cessnanodelconsistof tenrunsof the exper
iment. We presentypical resultsin this sectionanddiscussthem,
but graphsof theresultsof all experimentsanbefoundin the Ap-
pendix. The resultsare discussedn termsof the averagevalues
acrossa setof runs. Someexperimentstimed out, i.e., they did
notcomplete sothe averageis the averageof the experimentshat
completedn under200seconds.n the experimentswe measure
thetime takento transmitthe progressie mesh the actualnumber
of vertex splitsrecevedby therecever, andthe numberof facesn
thefinal meshreconstructedby therecever. The numberof faces
is importantbecausesomeof the vertex splits that arrive may be
unusablebecausef a previously droppedpaclet. We alsocom-
putethe Hausdorf distancefrom the reconstructeadneshego the
original full mesh.Finally, the suite of experimentsvasrun using
differentsendratesfor the UDP portionof the modeltransmission.

5.1 Resultsfor Buddha Model

Figure 6 shavs the averagetransmissiortime for the various
transmissiorschemesand Figure 7 shavs the averagenumberof
facesreceized versuschannelcapacity In thesefigures,the UDP
sendratewas11.424Mbps,and TCPwasusedto transmitthebase
meshplus0to 50%of therestof themodel. Notethatthelineshave
differentlengthbecauset certainpoints,noneof the experiments
for thatdatapointcompletedvithin thetimeoutperiod. Theimpor-
tantresultin Figure6 is thatthetransmissionimeto sendthemodel
using pure TCP is the longest. Moreover, as the ratio of pack-
etssentby TCP decreaseghe transmissiortime improvesfor all
givenlevels of noise. To explain this behaior, onemustconsider
what happensvhenwe increasethe amountof noise. Whenthe
noiseexceedghe channelkcapacity the channels full, andbuffers
in the network becomesaturated This saturatiorresultsin paclet
loss. As discussedh in Section2, pacletlosscauses CPto incur
timeoutsor apply the fastretransmissioscheme . Thus,the trans-
missiontime usingTCPincreasesAs afinal note,the0% TCPplot
in this figureis not quite constanbecauseasmentionedthe base
meshis transmitted-eliably usingTCP.

This transmissiortime improvementcomesat a cost, howvever.
Figure7 shavs the numberof facesin thereceved modelfor each
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Figure 7: The number of facesreceved of the Buddha model
versuschannelcapacity for the differ ent transmissionschemes
(TCP/UDP ratios). The UDP sendrate was11.424Mbs.

of thesetransmissiormethods.Notethat TCP, sinceit is areliable
transportprotocol,alwaystransmitsall the faces.Whena portion
of the pacletsare sentusing UDP, significantpaclet losscanoc-
cur, andthis loss becomesworse as the noiseincreases.There-
fore the selectionof anappropriatenybrid protocolwill dependon
thetradeof betweerthe transmissioriime andthe visualdegrada-
tion that occurswhenpaclets arelost. The visual degradationof
this processs shawn in the Buddhamodelin Figure8. This fig-
ure shawvs the modelsthat werereceved in one experimentusing
a UDP sendrate of 11.424Mbps and wherethe noiseconsumed
109% of the channelcapacity In particular the visual quality of
themodelis excellentwhen50%of it is transmittedvia TCR. TCP
took on averagel31 secondgo transmitat this noiselevel, while
theaveragetransmissiorime for the 50% schemevas?73 seconds,
aconsiderablsavings. Hausdorf distancebetweerthefull model
andthesemodelsareshavn in Table2.

In Figure 9, we seean example of the benefitof sendingthe
model via the hybrid transmissionscheme. The graph plots the
Hausdorf distancebetweera PM representatiowith theindicated
numberof facesransmittecandthefull model. Thegraphshavs a
modelwhereonly 25% of it is transmittedvia TCP, andonetrans-
mitted completelyvia TCR. The dottedline indicatesthe point at
whichthegraphswill begin to diverge. Botharemonotonicallyde-
creasing.lt takeson averagel20 secondgo sendthe modelfully
via TCP, whereaghehybrid schemes averageransmissioriimeis
only 70 secondsThus,we getimprovementin the modelasmea-
suredby the Hausdorf distanceat a sazingsof 50 secondsn trans-
missiontime. Notethatsending25%of themodelvia TCPtakeson
average36 secondsandsending50% of the modelvia TCP takes
on average70 secondsTheseresultsshav thatto have amoreac-
curatemodeltransmittecby TCPtakesconsiderablyonger almost
50 seconds Alternatively, the numberof facesin the modelmust
be reducedby half for pure TCP transmissiorto transmitin the
sameamountof time asthe hybrid method,andthe fidelity of the
pureTCPmodelthustransmitteds lower.

A significantconcerrin ary transmissioschemes thattheband-
width of the schemeis minimal. In Figure 10, we comparethe
numberof bytesusedto transmitthe Buddhamodelby both TCP
and UDP aswe increasethe amountof backgroundnoise. UDP
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Figure9: The Hausdorff distanceversusnumber of facesin the
Buddha modelfor the casesvhenthe modelis transmitted com-
pletely by TCP and 75% of the model is transmitted via UDP.
The UDP sendrate was 2.285Mbs and the network load was
110% average channel capacity. The dotted line indicates the
points where the graphs diverge, i.e., where 25% of the model
hasbeentransmitted via TCP.

is constantby design—itis equivalentto the TCP 0% line in the

previousfigures. Note that TCP usesmore bandwidthasthe noise
increasesfrom 1.3to 4.6%. This resultis unsurprisingsince TCP

must re-sendlost paclets, requiresthe use of acknaviedgments,
andhasa largerheadersizethanUDP paclets. Notethatthe com-

parisonin Figure10doesnot includethebandwidthof pacletsused
to acknavledgereceiptof databy the PM recever.

5.2 Resultsfor CessnaModel

Analogousto the previous section,Figure11 shavs the average
transmissionime of the Cessnanodelfor thevarioustransmission
schemesandFigurel2shavstheaveragenumberof faceseceved
versuschannelcapacity In thesefigures,the UDP sendratewas
7.616Mbps. The visual degradationof the modelscanbe seenin
Figurel3. Theseresultsaresimilar to thosefor the Buddhamodel,

% Sent UDP SendRate(Mbs)

TCP 15.232| 11.424| 7.616 | 2.285
BuddhaModel

0 6.5300| 2.4100| 4.2400| 2.4200

125 0.1360| 0.1510| 0.1020| 0.0899
25.0 0.0475| 0.0470| 0.0360| 0.0237
50.0 0.0236| 0.0195| 0.0175| 0.0113

Cessndvodel
0 2.1095| 2.2971| 1.5034| 2.6559
12.5 2.3495| 1.1153| 0.9845]| 0.5481
25.0 1.2377| 2.3151| 1.3259| 0.4895
50.0 2.0762| 0.7406| 2.0183| 1.5599

Table 2: Hausdorff distancebetweentransmitted model (Bud-
dhafirst, followed by Cessna)and full modelfor various trans-
missionschemegTCP/UDP ratios) in units of 1072,



Figure 8: The Buddha model after transmissionover a lossynetwork: (a) the full model assentby TCP; (b) model received when
50% transmitted by TCP; (c) modelwhen 25% sentby TCP; (d) modelwhen 12.5% sentby TCP; (e) modelwhenfully sentvia UDP.
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Figure 10: Total bytes sentby TCP (dashedline) and UDP
(solid line) versusnoisein the channel. Note that the UDP send
rate is constant,but the number of bytessentby TCP increases
asit mustresenddata dueto lost packets.

however thereis considerablymore variancein the results. This
varianceis largely dueto the significantlysmallernumberof TCP
pacletstransmitted becausehe Cessnanodelis roughly two or-

dersof magnitudesmallerthanthe Buddhamodel. As aresult,the
basemeshfor the Cessnanodelonly consistof threeor four pack-
ets. Thereforejf theinitial SYN? requesis lost, theresultscanbe
significantlyskewed. This skewing occursbecausehe Linux TCP
implementatiorsignificantlyincreaseshe paclet timeoutvalueif

oneof the SYN pacletswaslost. Therefore,whenan additional
paclet is lost during transmissiona long timeout occurs(on the
orderof five to fifteenseconds)hatsignificantlyeffectstheresults.
If aninitial pacletis notlost,thetimeoutswill only beontheorder
of 400ms.Note thatwe do not countthe connectionsetuptime in

ourresults thereforeour resultsdo notincludethe SYN timeouts.

5.3 Discussionof Image Results

Boththe BuddhaandCessnanodelshave uncharacteristilaws
in the reconstruction. Theseflaws are apparentn Figures8 (d)
and(e) andin Figures13 (c) and(d). Visually, the flaws appear
to bemissingtriangles.However, theseflaws arean effect of self-
intersection®f themeshsurface,i.e., certaintrianglespiercingthe
model.Theinwardfacingnormalsof thesetrianglesmake theflaws
noticeable.The surfaceself-intersectiongrethe resultof the PM
encodingschemeandthelosttransmissiorpaclets.

Sincewvs_indez is the relative order of the index value of v,
amongthe threeverticeson flclw, whenpaclets arelost the re-
constructionprogramoccasionallyfails and splits the wrong ver-
tex. When a paclet is lost, subsequentertex splits may arrive
at the recever in differentcontexts from thosein the original PM
representation,e., the verticesadjacento the split vertex vs may
be different. This information loss can causegeometriccorrup-
tion, asshaovn in Figure14. In Figure 14 (a), without paclet loss,
intermediatevertex splits changethe threeverticesof face fss to
65, 96 and 114. A subsequenvertex split with flclw=66 and
vs_index=1 splitsvertex 96 becauséts index is the secondsmall-

2TCPusesthe SYN pacletsto initiate a requesusinga three-vay
handshad.



Figure 13: The Cessnamodel after transmission over a lossynetwork: (@) the full model assentby TCP; (b) model received when
50% transmitted by TCP; (c) modelwhen 25% sentby TCP; (d) modelwhen 12.5% sentby TCP; (e) modelwhenfully sentvia UDP.
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Figure 11: The average time of transmission of the Cessna
model versusthe channel capacity for the differ ent transmis-
sion schemegTCP/UDP ratios). The UDP sendrate was7.616
Mbs.
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Figure 12: The number of facesreceived of the Cessnamodel
versuschannelcapacity for the differ ent transmissionschemes
(TCP/UDP ratios). The UDP sendrate was7.616Mbs.

S

Figure 14: lllustration of self-intersectionoccurrence: (a) No
packet loss,intermediate vertex splits changethe thr eevertices
of face fes to 65, 96 and 114; (b) Packets containing the in-
termediate vertex splits are lost, the thr eevertices of face fs6
remain unchangedas®65, 20,45.

est. Whenthe intermediatesplits are lost, asshaovn in Figure 14
(b), the threeverticesof face f¢¢ remainunchange@s65, 20, 45.
Vertex 45 hasthe secondsmallestindex amongthe verticesof fee
now. The samesplit with flclw=66 andvs_index=1 then splits
vertex 45 andcauseghe facesconnectedwvith the addedvertex to
piercethroughthetopright face.

A pessimisticrecever would try to identify all out-of-contet
splitsandthrow themaway. Implementingthis pessimistigolicy
requiresadditionalbandwidthto transmitthe contet information
for eachvertex split, however. Also, pessimistigolicieswill cause
mary splitsto be discardedat moderatepacletlosslevels.

In our protocoldesign,we choseto minimize the additionalin-
formationsentfrom sendetto recever. As aresult,our reconstruc-
tion programdiscardssplitswhosefliclw fieldsreferencéaceghat
arenotreconstructedecausehe vertex splitsto reconstructhose
facesare lost, and splits whosewlr_rot fields have valueslarger
thanthedegreeof v, becaus@revioussplitsto addfacesconnected
with v arelost. All otherreceved splits,which mayincludesome
out-of-contat splits,areapplied. This recever behaior tradesoff
potentialcorruptionof themeshagainsthe potentialimprovement
in themodelwhenthevertex orderingsarevalid.

Wearecurrentlyinvestigatingvaysto applyout-of-contet splits
without corruptingthe mesh.

6. CONCLUSION

In this paperwe have demonstratethatusingahybrid approach
to send3D geometryover congestechetworks can improve the
transmissionperformance. Additionally, the hybrid schemecan



Transmission Time vs. UDP Send Rate for 7/8 of Buddha Model sent via UDP
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Figure 15: Transmissiontime of the the Buddha model with
87.5% of the model sentvia UDP versusthe UDP sendrate.

resultin a higher quality resultthantransmittingvia TCP for an
equivalentamountof time, asshavn in Figure 9. This improve-
mentin performancecomesat the costof lost paclets. The pro-
gressve meshrepresentatiomllows usto minimize the visualim-
pactwhenpacletsarelost, althoughsomesurfacecorruptionis of-
tenvisible. We arecurrentlyinvestigatingmethodsof representing
andreconstructinghe progressie meshthateliminatethis corrup-
tion with lessoverheadhanemploying a forward error correction
(FEC)codearbitrarily onthedata.
Therearemary avenuedor futureresearchOnedirectionis to
exploretherefinemenschemeof Bischof andKobbelt[5] andin-
vestigatdts incorporationinto our transmissiorprotocol. Another
directionis to determinehon much model degradationusersare
willing to tolerate,andusethis knowledgeto selectanappropriate
UDP sendrate for our hybrid approach.One significantresultis
thatwhentransmittingsmall modelssuchasthe Cessnanesh the
poorperformancef the TCP connectiorhasadisproportionatef-
fectonthetotal transmissioriime of themodel. In futurework, we
plan on consideringa FEC codethat could be usedto encodethe
basemesh.The FEC codewould allow reconstructiorof the base
mesheven when somepaclets have beenlost, and thus we may
potentiallyabandorir CP asa protocolaltogether
Additionally, determinatiornof an optimal UDP sendrateis an
interestingopenproblem. Thatan optimal UDP sendrateexistsis
evidencedby Figure 15, wherethe transmissiortime of the Bud-
dhamodelis shavn for variousUDP sendrates when12.5%of the
modelis transmittedszia TCP. Wewouldlik e to automaticallydeter
minethekneeof this curve. In particular we would like to evolve
the methodinto an adaptve scheme wherethe sendingmecha-
nismautomaticallydetectghenetwork conditionandoptimizesthe
sendratefor boththe stateof the network andthemodelin aTCP-

friendly manner

APPENDIX
A. COMPLETE DATA OF TRANSMISSION
TIMES AND FACES

Figuresl6through27 detailtheaverageresultsfor all theexper
imentsrun.
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